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ABSTRACT
In this work, we address the United Nations Sustainable Develop-
ment Goal 13: Climate Action by focusing on identifying public
attitudes toward climate change on social media platforms such as
Twitter. Climate change is threatening the health of the planet and
humanity. Public engagement is critical to address climate change.
However, climate change conversations on Twitter tend to polarize
beliefs, leading to misinformation and fake news that influence
public attitudes, often dividing them into climate change believers
and deniers. Our paper proposes an approach to classify the atti-
tude of climate change tweets (believe/deny/ambiguous) to identify
denier statements on Twitter. Most existing approaches for detect-
ing stances and classifying climate change tweets either overlook
deniers’ tweets or do not have a suitable architecture. The relevant
literature suggests that emotions and higher levels of toxicity are
prevalent in climate change Twitter conversations, leading to a
delay in appropriate climate action. Therefore, our work focuses
on learning stance detection (main task) while exploiting the aux-
iliary tasks of recognizing emotions and offensive utterances. We
propose a multimodal multitasking framework MEMOCLiC that
captures the input data using different embedding techniques and
attention frameworks, and then incorporates the learned emotional
and offensive expressions to obtain an overall representation of
the features relevant to the stance of the input tweet. Extensive
experiments conducted on a novel curated climate change dataset
and two benchmark stance detection datasets (SemEval-2016 and
ClimateStance-2022) demonstrate the effectiveness of our approach.

CCS CONCEPTS
•Computingmethodologies→Multi-task learning; Supervised
learning by classification; •Human-centered computing→ Social
media.
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1 INTRODUCTION
Climate change is a major crisis for humanity, species, and the
planet’s ecosystem. According to the latest report of the Intergov-
ernmental Panel on Climate Change (IPCC), inaction on climate
change will threaten our well-being [33]. Although scientific ev-
idence supports this issue, the public remains divided. For any
climate action to be taken, the role of the public and their per-
ception is crucial. Social media platforms like Twitter are popular
and help raise public awareness about the climate crisis. How-
ever, these climate change conversations polarize beliefs and create
opinion-based ideologies, resulting in bias, misinformation, and
fake news that affect public attitudes toward climate change [16, 53].
As reported by USA Today1, climate change hoaxes and falsehoods
remain widespread on social media platforms like Twitter and Face-
book, and credible warnings are lacking. Therefore, it is essential
for governments and researchers to monitor climate change deniers’
tweets to identify them and intervene. Identifying such content and
understanding public attitudes towards climate change motivated
us to use stance detection.

Stance Detection determines the author’s perspective towards a
target (for/against/neutral). To prevent missing any denier tweets
that could be harmful if disseminated, we perform statement-level
climate change stance detection. Climate-specific tweets have been
used to identify attitudes, but either suffer from sarcasm hidden
in the tweets or lack advanced architectures to focus primarily on
stance detection [6, 17, 42, 44]. Several studies classified tweets
into supporters or opponents of the target using the SemEval-2016
benchmark dataset, which contains 5 target topics, including cli-
mate change (364 tweets) [12, 47]. However, the limited number
of climate tweets prevents these techniques from focusing on the
specific characteristics of climate-specific tweets. Considering this,
our focus is on developing a model that enhances stance detection
by incorporating other modalities and auxiliary tasks.

Researchers found that the emotional content of tweets impacts
climate change discussion [9, 19]. Further, social media is filled
with offensive content that leads to harassment, cyberbullying, and
flamestorms [7]. Conversations about climate change aren’t any
different [37], where negativity and toxicity prevail. According

1https://usatoday.com/story/tech/2022/01/21/climate-change-misinformation-
facebook-youtube-twitter/6594691001/
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to a recent study2 by the Center for Countering Digital Hate, 10
publishers with 186 million subscribers are responsible for most
climate-denying content on social media. As a consequence, we
investigate the role of emotion recognition and offensive language
identification as auxiliary tasks to the main task of detecting stances
on climate change in tweets. We also focus on multimodal inputs,
i.e., text and nonverbal cues (emojis in tweets), to build reliable
classification models that help to identify the emotional state, the
sentiment of the tweeter and the sarcasm hidden in it, which in turn
helps to identify the correct tweet’s stance [5, 10]. Here are examples
of climate change tweets: (i)"Deny stance": You can’t even wipe
your own ass, old man. Who writes this shit anyway?#ClimateHoax;
What kind of liberal bull shit is this? wTF #ClimateHoax. (ii)"Believe
stance": #ClimateEmergency the time to act is now #ClimateAction
..; let us not waste any more time to #ActOnClimate. The deniers’
tweets display anger, disgust, and negative emotions and contain
toxic content that is either directly directed at groups or individuals
in the form of insults or contains abusive and insulting language.
In the second example, believers’ tweets have a lighter tone, with
motivational and expectant feelings. Positive emotions and non-
toxic content are more common in tweets from believers than in
tweets from deniers (as explained in Section 3). To identify the
underlying stance of the tweet, we examine this association of
different emotional and offensive expressions.

The main contributions of our proposed work are summarized
below: (i). We create a new dataset of tweets with text, emojis, and
annotations of stance, emotion, and offensive categories for the
climate change domain, which will be useful for further research
(The code and dataset are available here3). (ii). To our knowledge,
this is the first cross-sectional study to use emotion recognition
and offensive language identification as auxiliary tasks. (iii).We
propose a multitasking system MEMOCLiC (Multi-task model for
EMotion and Offensive aided stance detection of Climate Change
Tweets) that focuses on learning stance detection (primary) while
using emotion recognition (secondary) and offensive language iden-
tification (secondary) tasks. A variety of embedding techniques and
modality attention frameworks are integrated into the proposed
approach to capture the appropriate modality-specific features and
the deep contextual interactions between them. Our integration
module fuses learned emotion and offensive task features with
stance features to obtain an overall representation of stance. (iv).
We compare our proposed approach with state-of-the-art meth-
ods on our climate change dataset and on two benchmark datasets
(SemEval-2016 and ClimateStance-2022). Experimental results show
that the proposed framework improves the performance of the pri-
mary task, i.e., stance detection, by benefiting from the auxiliary
tasks, i.e., emotion and offensive language identification, compared
to its single- and multi-task variants and SOTA approaches.

2 RELATEDWORK
Climate Change and Stance Detection Social media platforms
have been used to hold discussions and disseminate information
about climate change [1, 30]. Recently, [43] analyses the behavior of
students on social media platforms related to climate change. The

2https://mashable.com/article/toxic-ten-climate-denial-study
3https://github.com/apoorva-upadhyaya/Emotion_Offensive_Aided_Stance

debates about climate change on Twitter, however, have become
an extremely polarising issue, dividing opinion between climate
change deniers and believers [16]. Since, climate change denial of-
ten leads to the spread of misinformation [53], the need to identify
such tweets has become one of the most important tasks for society.
Hence, our work focuses on classifying the stance of climate change
tweets to identify public attitudes. Climate-specific studies either
have focused on uncovering the effects of polarization in climate
change tweets [50] or have identified the stances of polarised users
or statements [6, 41]. Some of the recent works have focused on
identifying the stances of climate-specific tweets. [42] proposed
a multi-task framework with sentiment analysis as an auxiliary
task for stance detection, but suffered from the drawback of iden-
tifying sarcasm in tweets, which motivates us to focus on using
multi-modality in the form of emojis, which are able to detect the
hidden sarcasm in tweets for other analysis tasks [5] as well as
using the finer-grained emotions instead of three sentiment classes
to evaluate the attitude of the tweet. The [44] has recently devel-
oped the ClimateStance dataset and presents reliable results with
the basic architecture using BERT models. Other climate-specific
works identifying deniers’ tweets from climate change data also
lack advanced architectures [6, 17]. Hence, these studies motivated
us to develop an efficient model with better embedding techniques
and architecture that can classify the attitude of a tweet on cli-
mate change. Although stance detection has been studied in several
works on the popular SemEVAL-2016 [12, 46, 47] dataset, these
previous studies did not focus on understanding the characteristics
of climate change denier tweets because their number is relatively
small (29 denier tweets) and the presence of the toxicity content
that can be beneficial for identifying different stances in the dataset
towards the target domains has also not been utilised. Therefore,
our approach can perform stance detection while leveraging the
tasks of identifying emotions and offensive expressions.
Emotion Recognition Previous literature has utilised the emo-
tion and sentiment tasks for a multi-task architecture [36]. Some
works on stance detection have stressed sentiment’s importance
[48], while others argue that sentiment undermines its performance
[38]. However, several works have focused on the emotional aspects
of climate change conversations and justified their role in climate
change [19, 26]. Hence, these studies motivated us to investigate
the role of emotion in classifying climate tweets.
Offensive Language Identification There is a plethora of re-
search addressing various aspects of online toxicity such as clas-
sifying offensive posts [32], assessing their impact on online com-
munities [24], predicting the triggers of toxicity [2], and detecting
cyberbullying [15]. The climate change field2 is no exception in this
case either where higher levels of toxicity and negative emotions
are found in the conversations [37]. There is also the possibility
that online toxicity can lead to violent actions in the physical world
as well, and therefore should be treated as a matter of serious social
gravity [31]. This motivated us to investigate the impact of toxic
content in climate change posts.

3 DATASET
Similar to previous works [21], we also use hashtags to collect a
wider dataset by making use of hashtag quality to identify different
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Category Anger Anticipation Disgust Fear Joy
Believe 9.99 28.54 4.80 16.28 20.40
Deny 27.20 9.86 24.62 20.88 1.53

Ambiguous 9.93 22.88 5.84 24.08 16.64
Category Sadness Surprise Trust Positive Negative
Believe 8.21 10.32 28.76 59.08 15.79
Deny 27.78 24.90 14.27 5.27 61.21

Ambiguous 14.25 8.96 27.53 51.56 23.02
Table 1: % of emotions present in tweets

groups’ stances. We select the denier and believer hashtags used
by the previous works [41, 42]. We then collect real-time tweets
from 28 July 2021 to 30 May 2022 using the Tweepy API4 with the
query hashtags. For both categories, we filter out the tweets that
contain at least one emoji. Overall, we found 1, 316 deniers and
11, 423 believers tweets that contain emojis.

3.1 Data Annotation
Stance Detection (SD): Existing literature suggests that the pres-
ence of a hashtag indicating a stance does not guarantee that the
tweet has the same stance [39]. Furthermore, removing query hash-
tags may cause a tweet to no longer express the same stance as it did
with the query hashtag. Therefore, we remove the query hashtags
from the tweets and perform manual annotation. Similar to [39, 44],
we use favor, against, and ambiguous labels for the stance detection
task. We classify each tweet into one of the three categories based
on its stance on climate change: (i.) Favor (believe ): The tweet sug-
gests that climate change is real and happening (using terms that
contain opinions and concern about climate change). (ii.) Against
(deny): We can conclude from the tweet that the content is directed
against climate change (expression of ignorance, opposition to cli-
mate action, government policy). (iii.)Ambiguous: The tweets do
not express a clear stance towards climate change. Three trained
annotators were accredited to annotate the tweets with appropriate
stance labels (believe/deny/ambiguous). We first noted that the use
of sarcasm in the tweets led to inconsistencies between annota-
tors. However, the conflicting annotations were resolved using the
emoji in the tweets, followed by appropriate discussions and mutual
agreements between annotators. We calculated the inter-annotator
agreement to check the quality of the annotations. We observed a
Fleiss-Kappa [40] score of 0.81, indicating that the annotation and
the presented dataset are of considerable quality. In total, we found
5,661, 1,044, and 2,176 tweets labelled with "believe", "deny", and
"ambiguous" stances respectively, after manually annotating and
deduplicating tweets based on their textual content.
Emotion Recognition (ER): To compute the emotions, we have the
NRCLex5 Python library. The library uses the NRC word-emotion
association lexicon [23], which contains associations of words with
eight emotions (anger, anticipation, disgust, fear, joy, sadness, sur-
prise, and trust) and two sentiments (negative and positive). We
consider the emotion label corresponding to each tweet as a list of
10 elements. The preprocessed tweet is input to the NRCLex, which
provides the top emotions of the tweet. The emotions present in
the tweet are labelled 1, and the rest are labelled 0. This creates
an emotion list with multiple labels for each tweet. Three trained

4http://docs.tweepy.org/en/latest/streaming_how_to.html
5https://github.com/metalcorebear/NRCLex

Category Severe_Toxicity Identity_Attack Insult Profanity
Believe 0.60 0.53 1.43 0.92
Deny 6.70 1.82 17.62 10.06

Ambiguous 1.33 0.59 2.62 1.70
Category Threat Sexually_Explicit Toxicity Non_toxic
Believe 2.19 0.32 0.42 96.06
Deny 4.69 2.01 7.37 78.35

Ambiguous 2.85 0.59 2.29 94.66

Table 2: % of offensive labels present in tweets

annotators manually evaluated the labels for 1000 randomly se-
lected tweets. We consider the final annotations generated after
inter-annotator agreement as the ground truth (Fleiss-Kappa [40]
score of 0.80), compared them to the annotations generated by NR-
CLex, and found an accuracy of 96.3%. To save time and cost, we
consider the annotations provided by NRCLex for the emotion task.
The percentage of each emotion is shown in Table 1. The presence
of large negative emotions (as indicated in the table) in climate de-
nier posts motivated us to examine toxic aspects between different
categories of climate-related tweets.

Offensive Language Identification (OI): Previous works have
used the Perspective API to detect various abuse and offensive cat-
egories within the textual content [11, 29, 32, 35]. We also used the
Perspective API developed by Jigsaw and Google’s Counter Abuse
Technology team in Conversation-AI [14] to identify the different
categories of abuse and toxicity in online conversations. The API
returns a probability score between 0 and 1 for a total of 7 different
offensive attributes/categories: Severe_Toxicity, Identity_Attack, In-
sult, Profanity, Threat, Sexually_Explicit, and Toxicity (more details
on the categorization can be found here6). After a manual review
and careful analysis of different thresholds (0.3, 0.5, 0.6, 0.7), we
decided on a threshold of 0.5 to avoid missing any type of toxi-
city in the tweet. This means that if the attribute value is ≥ 0.5,
we will consider the presence of the corresponding offending at-
tribute/category for the particular tweet, otherwise, the tweet will
be marked as Non_toxic. This generates an offensive label list of
length 8 with multiple labels for each tweet. To evaluate the quality
of the labels predicted by Perspective API, three trained annota-
tors manually annotated 1000 randomly selected tweets from our
dataset. Then we matched the annotations with the predicted la-
bels for the same tweets. We found a Fleiss-Kappa [40] value of
0.78 between our manual annotations and the semi-supervised la-
bels, indicating that the predicted labels are of considerable quality.
The percentage of each offending attribute found in the tweets is
shown in Table 2. The data pre-processing techniques and the
significance of multimodality and auxiliary tasks are described in
Appendix A.1.

4 METHODOLOGY
Problem Statement: Design a stance detectionmethod that uses
textual and emoji features and combines the emotional and
offensive aspects to classify the attitude of a tweet on climate
change into one of the polarized classes (believe/deny/ambiguous).
Please note that in the following sections, we abbreviate the task of
stance detection as SD, emotion recognition with ER, and offensive

6https://developers.perspectiveapi.com/
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Figure 1: Architectural overview of our proposed
MEMOCLiC framework

language identification with OI. The proposed model MEMOCLiC
consists of the following components: Embedding Network, Modality
Encoder, Modality Attention, Integration Module, and Classification
Layer (as shown in Figure 1). The input tweet (text and emoji) is
embedded with the embedding network which is the same for all
tasks. These features are then encoded with Bi-LSTM layers specific
to each task (𝐵𝑖𝐿𝑆𝑇𝑀𝑠𝑑 ,𝐵𝑖𝐿𝑆𝑇𝑀𝑒𝑟 ,𝐵𝑖𝐿𝑆𝑇𝑀𝑜𝑖 ). The modality atten-
tion module provides task-specific features (𝐴𝑠𝑑 , 𝐴𝑒𝑟 , 𝐴𝑜𝑖 ) that are
averaged to obtain a shared attention vector (𝐴𝑠ℎ𝑎𝑟𝑒𝑑 ). The shared
attention and the task-specific modality attention vectors are com-
bined and fed into the softmax layer, resulting in the ER (𝑂𝑒𝑟 ) and
OI (𝑂𝑜𝑖 ) task outputs. These ER and OI outputs, along with the
stance-specific attention and shared attention vectors, are passed
through the integration module (𝐼𝑛𝑜𝑝 ), followed by the softmax
layer, which yields the final stance of the input tweet (𝑂𝑠𝑑 ). We
now describe the components of the MEMOCLiC in detail.

4.1 Embedding Component
Embed-Text (T): The text representation of each input tweet is
obtained through various embedding techniques. We use popular
word embedding techniques such as GLOVE [20] and Pre-trained
BERTweet (BERTweet) [27] that identify the semantics and syntax
of each word in the text to create a vector representation of a tweet
[13, 28]. However, these techniques mostly rely on the information
from the neighboring words of a word. Therefore, to avoid the
drawback of losing information by not capturing the semantics
of the entire sentence, we have also applied sentence embeddings

Figure 2: Overview ofMEMOCLiC Components with text and
emoji: (Top) Embedding Component (Embed-Text, Embed-
Emoji) [common for all tasks]; (Bottom) Modality Attention
[specific to each task]

such as Sentence Bert (SBERT) [34] and Universal Sentence En-
coder (USE) [4]. We refer to these embeddings as 𝐸1: GLOVE, 𝐸2:
BERTweet, 𝐸3: SBERT, and 𝐸4: USE. Each tweet text ‘T’ containing
𝑛𝑡 number of words, where the embedding of each word𝑤1, ..𝑤𝑛𝑡

is obtained from a word embedding technique of dimension (𝑑𝑤𝑡 ),
is flattened and results in (𝑇 ∈ R𝑛𝑡 (𝑑𝑤𝑡 ) ). The sentence embedding
of a tweet text ‘T’ of dimension 𝑑𝑠𝑡 results in 𝑇 ∈ R𝑑𝑠𝑡 . We present
two variants of the Embed-Text network based on the fusion of
different embedding techniques to extract textual features:
(i)Multi-Embedding Text-Concatenate (METC): In the METC
variant, we concatenate the embeddings generated by the differ-
ent word and sentence embedding techniques to efficiently cap-
ture the semantics and context of the input text so as to obtain a
meaningful textual representation. Consequently, 𝑇 = Concatenate
(𝐸1, 𝐸2, 𝐸3, 𝐸4) followed by a fully connected layer of dimension
𝑑𝑡 yields the final text representation 𝑇 ∈ R𝑑𝑡 , which is passed
as an input to the next model component (Modality Encoder) and
then used to train the multitasking framework for three tasks (refer
Figure 1).
(ii)Multi-Embedding Text-Attention (META): To focus on the
most informative learned embeddings generated, we pass the output
of the concatenated embeddings to the attention layer (using query,
key, and value as detailed in Section 4.3) to obtain a final textual
representation. Thus 𝑇 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒 (𝐸1, 𝐸2, 𝐸3, 𝐸4))
followed by a fully connected layer of dimension 𝑑𝑡 leads to the
final textual representation as 𝑇 ∈ R𝑑𝑡 . Figure 2 (top left) visually
shows the META variant of the Embed Text component.
Embed-Emoji (E): The emoji features are extracted from tweets
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using demoji7, which is a Python library that extracts the image
of the emoji from the text. Next, we use emoji2vec [8], which pro-
vides 𝑑𝑒 = 300 dimensional vector representation for each of the
emojis present in the tweet. If the input tweet contains 𝑛𝑒 number
of emojis, we obtain the final emoji representation after passing the
vector from the emoji2vec to the flattened layer as E for a tweet,
where 𝐸 ∈ R𝑛𝑒 (𝑑𝑒 ) (refer Figure 2 (top right)).

4.2 Modality Encoders
The textual (T) and emoji (E) features obtained from the embedding
component are then passed to the two discrete Bi-LSTM layers
with dimension𝑑𝑓 to sequentially encode and learn complementary
features based on semantic dependencies into hidden states for each
of the modalities (as shown in Figure 2 ) and for each task separately
(refer Figure 1). The hidden states of the Bi-LSTM layers provide
a pair of the output of dimensions 𝐻𝑡 ∈ 𝑅2𝑑𝑡 𝑓 and 𝐻𝑒 ∈ 𝑅2𝑑𝑒𝑓 for
text and emoji respectively for each of the tasks. Hence, the output
of the feature encoder is represented by 𝐵𝑖𝐿𝑆𝑇𝑀𝑠𝑑 , 𝐵𝑖𝐿𝑆𝑇𝑀𝑒𝑟 , and
𝐵𝑖𝐿𝑆𝑇𝑀𝑜𝑖 for SD, ER and OI tasks respectively each containing a
pair of vectors for text (𝐻𝑡 ) and emoji (𝐻𝑒 ) (refer Figure 1).

4.3 Modality Attention
Since the attention layer concentrates on the relevant part of the
input and extracts the most important information from the in-
put, we use the attention framework similarly to [45], in which
the authors consider an attention function as a mapping to a set
of queries, keys, and values. We pass the output of the Bi-LSTM
layer of text (𝐻𝑡 ) and emoji (𝐻𝑒 ) through three fully connected
layers of dimension 𝑑𝑎 to obtain queries, keys, and values for the
final feature representations. For our model, there are six triplets
in total, forming three pairs of two triplets each for text (𝑄𝑡 , 𝐾𝑡 ,𝑉𝑡 )
and emoji (𝑄𝑒 , 𝐾𝑒 ,𝑉𝑒 ), which are used for SD ((𝑄𝑡𝑠𝑑 , 𝐾𝑡𝑠𝑑 ,𝑉𝑡𝑠𝑑 ),
(𝑄𝑒𝑠𝑑 , 𝐾𝑒𝑠𝑑 ,𝑉𝑒𝑠𝑑 )), ER ((𝑄𝑡𝑒𝑟 , 𝐾𝑡𝑒𝑟 ,𝑉𝑡𝑒𝑟 ), (𝑄𝑒𝑒𝑟 , 𝐾𝑒𝑒𝑟 ,𝑉𝑒𝑒𝑟 )), and OI
((𝑄𝑡𝑜𝑖 , 𝐾𝑡𝑜𝑖 ,𝑉𝑡𝑜𝑖 ), (𝑄𝑒𝑜𝑖 , 𝐾𝑒𝑜𝑖 ,𝑉𝑒𝑜𝑖 )) tasks. Figure 2 (bottom) illus-
trates the following two attention frameworks used in our model:
Modality Specific Attention (MSA): Here, we relate different po-
sitions of an input sequence of the modality to identify the most
important parts. We calculate the MSA scores using the equation 1
for text (𝑀𝑆𝐴𝑡 ) and emoji (𝑀𝑆𝐴𝑒 ) modalities for each of the tasks.
The equation is shown in Figure 2 (bottom) as connections in pink
dotted arrows. Here, three pairs of MSA scores are computed for
SD (𝑀𝑆𝐴𝑠𝑑 ), ER (𝑀𝑆𝐴𝑒𝑟 ), and OI (𝑀𝑆𝐴𝑜𝑖 ) tasks separately.

𝑀𝑆𝐴𝑖 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑄𝑖𝐾
𝑇
𝑖 )𝑉𝑖 (1)

Modality Inter Attention (MIA): We find out the MIA scores to
learn the interdependence between textual and emoji features. To
obtain the query, key, and value for computing the MIA scores, we
first pass the MSA scores of each modality to three fully connected
layers of dimension 𝑑𝑎 . MIA Scores are then determined using
the following equations (2 and 3), intervening the query of one
modality with the key and value of the other modality to reveal the
significant contributions between these input modalities and learn

7https://pypi.org/project/demoji/

optimal features for all tasks.

𝑀𝐼𝐴𝑒𝑡 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑄𝑒𝐾
𝑇
𝑡 )𝑉𝑡 , (2)

𝑀𝐼𝐴𝑡𝑒 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑄𝑡𝐾
𝑇
𝑒 )𝑉𝑒 , (3)

where 𝑀𝐼𝐴𝑡𝑒 ∈ R𝑑𝑎 , and 𝑀𝐼𝐴𝑒𝑡 ∈ R𝑑𝑎 . MIA equations are repre-
sented graphically with purple and brown dotted arrows in Figure
2 (bottom) part. The MSA and MIA scores are then concatenated,
shown by 𝐴 = 𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒 (𝑀𝑆𝐴𝑡 , 𝑀𝑆𝐴𝑒 , 𝑀𝐼𝐴𝑒𝑡 , 𝑀𝐼𝐴𝑡𝑒 ), where
𝐴𝑠𝑑 , 𝐴𝑒𝑟 , and 𝐴𝑜𝑖 represents the attention output vector specific
to each task of SD, ER and OI respectively (as shown in Figure
1). Furthermore, to take advantage of the shared features and use
the features common to all tasks, we average the attention vector
specific to each task, given by 𝐴𝑠ℎ𝑎𝑟𝑒𝑑 = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 (𝐴𝑠𝑑 , 𝐴𝑒𝑟 , 𝐴𝑜𝑖 )
(refer Figure 1), which is then fed into the next component con-
catenated together with the task-specific attention output vector.
The next component is the softmax layer for the ER (𝐴𝑒𝑟 , 𝐴𝑠ℎ𝑎𝑟𝑒𝑑 )
and OI (𝐴𝑜𝑖 , 𝐴𝑠ℎ𝑎𝑟𝑒𝑑 ) tasks, while 𝐴𝑠𝑑 and 𝐴𝑠ℎ𝑎𝑟𝑒𝑑 are fed into the
Integration Module for the SD task (see Figure 1).

4.4 Integration Module
This module is responsible for the fusion of emotions and offensive
learned features to efficiently optimize the performance of stance
detection. The module consists of the following 2 submodules:
Linear Convolution Module (LCM): is used to capture the overall
attitude representation of an input tweet in terms of the associated
emotion and toxicity levels present in the tweet. We take the out-
puts of the auxiliary tasks of ER (𝑂𝑒𝑟 ∈ R𝑑𝑜𝑒𝑟 ), OI (𝑂𝑜𝑖 ∈ R𝑑𝑜𝑜𝑖 ) and
the final feature vector of stance-specific task (𝐴𝑠𝑑 ∈ R𝑑𝑎 ) as inputs
to this module (where 𝑂𝑒𝑟 and 𝑂𝑜𝑖 are obtained after passing the
(𝐴𝑒𝑟 , 𝐴𝑠ℎ𝑎𝑟𝑒𝑑 ) and (𝐴𝑜𝑖 , 𝐴𝑠ℎ𝑎𝑟𝑒𝑑 ) vectors through the softmax layer
for ER and OI tasks respectively as shown in Figure 1). Since the ex-
isting literature suggests that the convolution operation efficiently
models the effect of one function on the other and expresses how
the shape of one is changed by the other [3, 49, 51], we also use the
numpy operator convolve8 to obtain the discrete linear convolution
of 𝐴𝑠𝑑 with 𝑂𝑒𝑟 and 𝑂𝑜𝑖 vectors. The equations 4 and 5 represent
the convolution operations showing the effect of emotional and
toxicity aspects onto the stance feature vector respectively:

(𝑂𝑒𝑟 ∗𝐴𝑠𝑑 )𝑛 =

∞∑︁
𝑚=−∞

𝑂𝑒𝑟 [𝑚]𝐴𝑠𝑑 [𝑛 −𝑚], (𝐿𝐶𝑀1) (4)

(𝑂𝑜𝑖 ∗𝐴𝑠𝑑 )𝑛 =

∞∑︁
𝑚=−∞

𝑂𝑜𝑖 [𝑚]𝐴𝑠𝑑 [𝑛 −𝑚], (𝐿𝐶𝑀2) (5)

𝐿𝐶𝑀𝑜𝑝 = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 (𝐿𝐶𝑀1, 𝐿𝐶𝑀2) (6)

where, 𝑛 is the dimension of 𝑂𝑒𝑟 (𝑅𝑑𝑜𝑒𝑟 ) in equation 4 and dimen-
sion of𝑂𝑜𝑖 (𝑅𝑑𝑜𝑜𝑖 ) in equation 5 and𝑚 is the dimension of𝐴𝑠𝑑 (𝑅𝑑𝑎 ).
We finally average the output of the convolve function from the
equations 4 and 5 as the final output vector of the LCM Module.
Stance Specific Shared Attention Module (SAM): Previous litera-
ture [52] has pointed out the disadvantage of multi-task learning,
where there is a possibility that the shared space mixes some fea-
tures irrelevant to the task, whichmakes task learningmore difficult.

8https://numpy.org/doc/stable/reference/generated/numpy.convolve.html
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To overcome this drawback, we apply a similar concept of Modal-
ity Inter Attention Framework (MIA), which uses query, key, and
value to discard the useless shared features and focuses on the most
informative shared features related to the stance detection task.
The shared attention output vector (𝐴𝑠ℎ𝑎𝑟𝑒𝑑 ) is passed through the
dense layers of dimension 𝑑𝑠 to obtain the key (𝐾𝑠ℎ𝑎𝑟𝑒𝑑 ) and value
(𝑉𝑠ℎ𝑎𝑟𝑒𝑑 ) of the shared features, while stance (𝐴𝑠𝑑 ) attention vector
generates a query (𝑄𝑠𝑑 ) for the stance-specific features. The query
of the stance is intervened with the key and value of the shared
features to focus on the relevant shared features with respect to
the stance task (see equation 7).

𝑆𝐴𝑀𝑜𝑝 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑄𝑠𝑑𝐾
𝑇
𝑠ℎ𝑎𝑟𝑒𝑑

)𝑉𝑠ℎ𝑎𝑟𝑒𝑑 (7)

Integration Cell: In various works [25], the fusion technique of
absolute difference and element-wise product has been found to be
effective, so equation 8 illustrates the final output of the integration
cell as the fusion of LCM (𝐿𝐶𝑀𝑜𝑝 ) and SAM (𝑆𝐴𝑀𝑜𝑝 ) outputs.

𝐼𝑛𝑜𝑝 = [𝐿𝐶𝑀𝑜𝑝 ; 𝑆𝐴𝑀𝑜𝑝 ;𝐿𝐶𝑀𝑜𝑝 − 𝑆𝐴𝑀𝑜𝑝 ;𝐿𝐶𝑀𝑜𝑝 ⊙ 𝑆𝐴𝑀𝑜𝑝 ] (8)

4.5 Classification Layer
As depicted in Figure 1, the final predictions for ER and OI tasks
are obtained by linearly concatenating the task-specific outputs
(𝐴𝑒𝑟 , 𝐴𝑜𝑖 ) with the shared output (𝐴𝑠ℎ𝑎𝑟𝑒𝑑 ) respectively. These out-
puts of the ER and the OI tasks are further used as input to the LCM
of the integration module, as described in Section 4.4. The final
output of the integration module (𝐼𝑛𝑜𝑝 as shown in the equation 8)
is then fed into the softmax layer for the SD task. The integrated
loss function (L) of our proposed system is realized as follows:

𝐿 = 𝛼𝐿𝑠𝑑 + 𝛽𝐿𝑒𝑟 + 𝛾𝐿𝑜𝑖 (9)

We aggregate the weighted sum of the losses from the tasks to
compute the overall loss (𝐿𝑠𝑑 for SD, 𝐿𝑒𝑟 for ER, and 𝐿𝑜𝑖 for OI).
𝛼 , 𝛽 , and 𝛾 represent the constants between 0 and 1 indicating the
per-task loss-share to the overall loss.

5 EXPERIMENT
5.1 Dataset
We first conduct the experiments on our novel curated climate
change dataset (details are covered in Section 3) followed by two
benchmark stance detection datasets: (i.) ClimateStance-2022
[44]: is a recent publicly available dataset on climate change con-
sisting of 3, 777 tweets with "favor", "against" and "ambiguous"
stances toward climate change prevention. The distribution of emo-
tions and offensive content in the dataset can be found in Appendix
A.2; (ii.) SemEval-2016 [22]: is a popular stance detection dataset
used in SemEval-2016 shared task 6.A where tweets are in favor,
against, or neutral corresponding to Atheism, Climate Change is a
Real Concern, Feminist Movement, Hillary Clinton, and Abortion
as targets. The distribution of emotion and offensive content in the
dataset is given in Appendix A.2.

5.2 Experimental settings
We use the python-based library Keras (https://keras.io/) and Scikit-
learn (https://scikit-learn.org/stable/) at various stages of our imple-
mentations. We consider accuracy, macro precision, macro recall,
and macro F1 scores to evaluate the performance of our models.

Model
Single Task Stance Detection
Text Text+Emoji

Macro F1 Accuracy Macro F1 Accuracy
Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev

GLOVE 74.09/0.46 75.64/0.86 76.08/1.11 77.47/0.37
GLOVE+MSA 76.27/1.12 78.31/1.16 79.88/0.67 80.66/0.21
BERTweet+MSA 78.23/0.58 80.01/0.83 81.17/1.32 83.38/1.09
SBERT+MSA 76.54/0.77 76.98/0.24 78.07/2.19 80.54/2.07
USE+MSA 77.31/1.08 78.29/0.81 80.93/1.47 82.82/1.34
METC+MSA 78.19/0.64 80.52/0.39 82.79/1.03 84.65/0.95
META +MSA 79.71/0.81 81.26/0.32 83.50/1.12 85.03/1.01
META +MA
(MSA+MIA) - - 84.88/0.71 85.96/0.35

META +MA+
emo. and offens.
as i/p features

81.79/0.38 84.03/1.31 85.78/0.87 87.66/1.22

Table 3: Results of the single task stance detection models in
varying combinations

We perform stratified k-fold cross-validation on our dataset, over-
sample the minority classes (deny and ambiguous) in training data
using sklearn resampling, and report averages and standard devi-
ations (over 5 folds) for each metric. We run all the experiments
on an NVIDIA GeForce GTX 1080Ti GPU. The best parameters
of the reported results are as follows: Embeddings dimensions in
Embed-Text= GLOVE(𝐸1): 200, BERTweet(𝐸2): 768, SBERT(𝐸3): 768,
USE(𝐸4): 512, Embed-Emoji (𝑑𝑒 ): 300, Bi-LSTM memory cells (𝑑𝑓 ):
100, fully connected layer dimension of modality attention (𝑑𝑎) and
SAM module (𝑑𝑠 ) [with ReLu activation]: 100, Output dimension for
ER (𝑂𝑒𝑟 ) in LCM (𝑑𝑜𝑒𝑟 ):10, Output dimension for OI (𝑂𝑜𝑖 ) in LCM
(𝑑𝑜𝑜𝑖 ):8, output neurons/channels : 3 [softmax activation] (SD), 10
[sigmoid activation] (ER) and 8 [sigmoid activation] (OI), loss: cat-
egorical cross-entropy (𝐿𝑠𝑑 ) for SD and binary cross-entropy loss
function for ER (𝐿𝑒𝑟 ) and OI (𝐿𝑜𝑖 ) tasks; optimizer: Adam(0.001).
All the parameter values are selected using TPE in the Hyperopt9
python library that minimises loss functions. Moreover, for the ex-
periments, the loss weights for the SD (𝛼), ER (𝛽), and OI (𝛾 ) tasks
are set as 1, 0.5 and 0.3 respectively. We fine-tune the loss weights
for all tasks by using the Grid Search method from Scikit-learn.

5.3 Baseline models
We compare our proposed approach to the following baselines on
our climate change dataset, which either detect climate change atti-
tudes or classify tweets from diverse domains:RoBERTa-Base [44] :
performs stance detection on novel curated climate change tweets
(ClimateStance dataset) with favor, against, and ambiguous labels.
SP-MT [42] : a novel multi-task framework that jointly performs
stance detection and sentiment analysis on climate change Twitter
dataset (believer and denier). MT-LRM-BERT [12] : a multi-task
framework that takes both sentiment and opinion-towards classifi-
cation as auxiliary tasks for stance detection using SemEVAL-2016
and other benchmark datasets. S-MDMT [47] : a multi-domain
multi-task model to perform stance detection using SemEVAL-
2016 dataset. ESD [46] : performs stance detection by selecting
an optimal ensemble of classifiers and feature set. HAN [48] : a
hierarchical attention neural model, focusing on the document,
sentiment, dependency, and argument representations for stance

9http://hyperopt.github.io/hyperopt/
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Model

Stance + Emotion (SD+ER) Stance + Offensive (SD+OI) Stance+Emotion+Offensive (SD+ER+OI)
Text Text+Emoji Text Text+Emoji Text Text+Emoji

F1 score Acc F1 score Acc F1 score Acc F1 score Acc F1 score Acc F1 score Acc
Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev

METC+MA 82.66/1.30 83.98/1.42 84.54/1.08 86.33/1.27 81.66/1.09 82.99/2.12 84.06/1.05 85.55/0.64 84.54/1.23 85.19/1.01 86.51/1.05 89.45/1.07
META +MA 83.90/1.33 85.55/0.32 87.35/1.01 89.18/0.96 83.36/0.21 86.53/0.50 85.66/1.58 87.51/1.09 86.38/2.11 89.17/2.13 89.20/0.74 91.17/0.39
META+MA+LCM 87.01/0.58 88.10/1.04 90.31/1.41 92.51/2.09 87.12/0.63 89.72/0.69 88.89/0.22 90.63/1.09 88.34/1.41 92.10/1.72 92.04/0.72 94.73/0.38
META+MA+SAM 85.19/0.65 87.18/0.55 89.41/0.34 90.77/0.90 85.41/0.62 86.59/1.04 87.52/1.66 89.11/2.12 89.04/1.05 90.61/0.41 90.23/2.25 92.89/1.93
META+MA
Integ.(LCM,SAM) 89.62/0.16 90.50/0.23 92.05/0.69 93.88/0.62 87.31/0.31 88.02/0.75 90.51/1.61 91.69/1.28 90.67/1.01 91.99/1.10 93.76/0.62

(MEMOCLiC)
95.15/0.88
(MEMOCLiC)

Table 4: Results of Stance Detection in Multi-task architectures on Climate Change Dataset (Macro F1 score & Accuracy).
MEMOCLiC outperforms other variants while meeting statistical significance under t-tests (p <0.05).

Model Precision Recall F1 score Acc.
- Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev
MEMOCLiC[Proposed] 92.06/0.81 95.44/0.29 93.76/0.62 95.15/0.88
RoBERTa-Base[44] 83.38/1.55 85.24/1.28 84.69/1.89 86.42/2.01
SP-MT[42] 87.95/1.11 90.01/1.80 89.29/1.31 91.47/0.91
MT-LRM-BERT [12] 87.12/1.61 88.70/0.99 88.59/1.29 90.01/1.67
S-MDMT [47] 86.12/1.02 88.67/0.39 86.91/0.44 88.33/0.48
ESD [46] 81.55/1.72 84.39/2.05 83.28/2.31 86.92/2.01
HAN[48] 84.61/1.22 84.23/1.78 84.54/1.65 86.59/1.82
MNB[17] 78.11/0.66 79.51/0.73 78.43/1.33 80.16/1.32
DNN[6] 77.64/1.58 76.38/1.08 77.15/1.18 79.92/1.34

Table 5: Results for Stance Detection on Climate Change
Dataset with Baselines. MEMOCLiC outperforms all base-
lines while meeting statistical significance under t-tests (p
<0.05).

detection. MNB [17] : Multinomial naive bayes classifies tweets
into positive, negative, or neutral beliefs towards climate change.
DNN [6] : a neural network to identify Twitter users as climate
change deniers/believers.

6 RESULTS
To demonstrate the importance of the varying modalities and com-
ponents of the proposed approach, we first compare the different
single-task variants of MEMOCLiC. The MEMOCLiC framework
is then analyzed with regard to a variety of multi-task variants,
followed by a comparison with state-of-the-art algorithms on a
variety of datasets. It is to be noted that the current work aims to
improve the performance of stance detection (SD) with the help of the
other two secondary tasks (ER and OI). Therefore, we report the results
and analysis with SD as the main task in all task combinations.
Comparison amongst single-task stance detection frame-
works on climate change dataset: It can be seen from Table
3, the addition of nonverbal cues in the form of emojis consistently
improves the uni-modal textual baseline. This improvement means
that the proposed architecture makes very effective use of the inter-
action between input modalities and highlights the importance of
incorporating multi-modal features for the analysis tasks. The table
also shows that the BERTweet embedding combined with modal-
ity specific attention (BERTweet+MSA) performs better compared
to the other embeddings (GLOVE +MSA, SBERT+MSA, and USE
+MSA) because the BERTweet embeddings are trained on tweets
only and easily capture the textual features in the tweets, regardless
of the drawback of the short length of the tweet. However, concate-
nating the different embeddings followed by the attention layer
further improves the performance of the task with the F1 score of
83.50 (META +MSA). This 2.87% improvement in the average F1
score (compared to the BERTweet+MSA F1 score of 81.17) indicates

that the model is able to learn efficiently, suggesting that the dif-
ferent embedding spaces provide additional information and can
understand context, intent, and other nuances in the tweet text.
In addition, the best performing embedding component (META)
along with the attention frameworks of MSA andMIA improved the
task by achieving the F1 score of 84.88. This shows that MSA and
MIA capture the most important modality-specific and interactive
features. Results also improved when we used emotion and toxic-
ity as input features, supporting the argument that emotional and
offensive features effectively enhance the learning of the attitude
of a tweet. The corresponding precision and recall of the models
are given in Table 12 in the Appendix B.
Comparison amongst different multi-task stance detection
frameworks on climate change dataset: Table 4 shows the per-
formance of the proposed approach for the different combinations
of the stance detection task with other auxiliary tasks (Stance +
Emotion [SD+ER], Stance + Offensive [SD+OI], and Stance + Emo-
tion + Offensive [SD+ER+OI]). From Table 4, it can be observed that
in the MEMOCLiC framework, the LCM & SAM submodules of the
integration component improved the F1 score of the model (93.76)
by 5.11% improvement over the META embedding with Modal-
ity Attention (MA) component (89.20), as the linear convolution
function effectively captures the emotions and toxic aspects of the
tweets in relation to the stance of the tweet, while the addition of
SAM further improves the task by focusing on the useful shared fea-
tures with respect to the stance task. Table 4 also suggests the better
performance of the SD+ER combination than SD+OI with 92.05 and
90.51 mean F1 scores, respectively. This is because a clearer split in
terms of emotion is visible between the three attitude categories of
the tweet (Table 1) than the offending labels with a high proportion
of non-toxic content within believe and ambiguous labels (Table 2).
However, combining the two auxiliary tasks with the main stance
detection task improves the overall performance of the framework
with 93.76 F1 score. The improvement in F1 score from 85.78 of
single-task stance detection using emotion and offensive as input
features (see Table 3) to 93.76 using the MEMOCLiC framework
validates the importance of both the auxiliary tasks and our pro-
posed multitasking approach and its components for classifying
the stance of a tweet. The precision and recall are in Appendix B.
Comparison with Baselines: (i.) Climate Change Dataset: The
MEMOCLiC model outperforms the SOTA approaches (see Table
5). Emojis remove the drawback of the SP-MT model by process-
ing sarcasm contained in tweets. The SP-MT and MT-LRM-BERT
models perform better than the other baselines since they include
sentiment and opinion formation tasks. MEMOCLiC outperforms
these methods and demonstrates that adding different emotions
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Model Precision Recall F1 score Acc.
MEMOCLiC[Proposed] 0.554 0.5206 0.537 81.49%
RoBERTa-Base[44] 0.528 0.502 0.510 81.22%
BERT-Base 0.507 0.446 0.464 77.51%
BERT-Large 0.530 0.470 0.489 77.78%
RoBERTa-Large 0.473 0.507 0.489 82.54%
DistilBERT 0.497 0.430 0.448 79.37%

Table 6: Results for Stance Detection on benchmark
ClimateStance-2022 dataset

and toxicity levels extracted from tweets with different embedding
combinations and attention frameworks in a multitask setting en-
hances SD performance.WithMEMOCLiC, task-specific and shared
features were used to improve task performance, suggesting that
the shared private approach with emotions and toxicity awareness
is more effective than ESD and HAN. Using ER and OI as auxiliary
tasks to support SD, the proposed approach MEMOCLiC outper-
forms the S-MDMT model implemented with a multitask approach
with target classification as a separate task. A single-task SD model
with an F1 score of 84.88 (Table 3) outperforms both DNN and MNB
approaches with an average F1 score increase of 9.12%. Thus, by
utilizing better embedding techniques and attention frameworks
with different modalities, a better architecture can improve classi-
fication. (ii.) ClimateStance-2022 Dataset: We use the baseline
methods from the [44] work that created the ClimateStance dataset.
From Table 6, MEMOCLiC performs significantly better than the
baselines with an average increase of macro F1 score of 12.10% in an
imbalanced dataset, suggesting that emotion and toxicity aspects
in the tweet with different combinations of embedding (BERTweet
is also the relevant difference compared to the BERT models in
the baseline methods) are effective in detecting the attitude of a
climate change tweet. (iii.) SemEval-2016 Dataset: The metrics
(𝐹𝑎𝑣𝑔 , 𝑀𝑎𝑐𝐹𝑎𝑣𝑔) are calculated according to the approach specified
in the work [18]. Based on Table 7, it is observed that MEMOCLiC
outperforms all other baselines on the benchmark dataset, espe-
cially for the climate, Hillary, and abortion targets, with 𝑀𝑎𝑐𝐹𝑎𝑣𝑔
of 69.94 as it provides better discrimination and clearer separation
in terms of emotion and offensive characteristics between the fa-
vor and against classes in the dataset (Appendix A.2). The atheism
and feminism targets also have comparable 𝐹𝑎𝑣𝑔 scores. As a result,
MEMOCLiC can also be applied to different domains and topics,
which proves the generalisability of our approach.

6.1 Error Analysis
We discuss possible reasons for the errors in SD task: (i.) Skewness
of Dataset: The skewed class distribution of the climate change
dataset affects the predictions of the MEMOCLiC model (deny:
11.76%, ambiguous: 24.50%, and believe: 63.74%). While we applied
oversampling to partially address this issue, further categorization
of believers can aid in balancing data for the different groups. (ii.)
Close proximity between believe and ambiguous: The tweets
like "The only way forward before we cross the boundary of no turning
back. In fact, we might already ...." labelled as "ambiguous," depend-
ing on what the tweet text conveys. However, since the emotion of
expectation along with the non-toxic content predominates in the
believe tweet category, our model predicts the incorrect stance as
"believe". (iii.) Composite Tweets: Example tweets in the dataset

Model Atheism
𝐹𝑎𝑣𝑔

Climate
𝐹𝑎𝑣𝑔

Feminism
𝐹𝑎𝑣𝑔

Hillary
𝐹𝑎𝑣𝑔

Abortion
𝐹𝑎𝑣𝑔

Mac 𝐹𝑎𝑣𝑔

MEMOCLiC[Proposed] 74.39 64.51 63.62 75.84 71.36 69.94
MT-LRM-BERT[12] 76.14 53.05 63.12 74.67 70.32 67.46
SP-MT[42] 69.5 63.5 63.2 67.5 70.5 66.84
S-MDMT[47] 69.50 52.49 63.78 67.20 67.19 64.03
ESD[46]) 66.64 43.82 62.85 67.79 64.94 61.20
HAN[48] 70.53 49.56 57.50 61.23 66.16 61.00
AT-JSS-LEX[18] 69.22 59.18 61.49 68.33 68.41 65.33
SVM-ngram[39] 65.19 42.35 57.46 58.63 66.42 58.01

Table 7: Results for Stance Detection on SemEval-2016
Dataset with Baselines

contain multiple sentences that cover contrasting emotions, making
predicting the correct label stance difficult. For example,Glad you’re
are back... #Cop26 is the biggest #con known to man along with...;
predicted class: believe (incorrect). Positive and negative emotions
are conveyed in the first sentence. Due to the composite nature
of the tweet with conflicting emotions, the model makes incorrect
predictions since it focuses on the emotions in the first sentence.
These scenarios limit the performance of MEMOCLiC. However,
in our future work, we will focus on the causal extraction behind
the emotion and toxicity levels in the tweets, extracting unique
features for stance categories and other modalities, such as images
and videos that can provide a better insight into stance of the tweet.

7 CONCLUSION
In this paper, we address “climate action", one of the United Nations
Sustainable Development Goals. Because our work is dedicated to
classifying the stance of a tweet (believe/deny/ambiguous), our pro-
posed approach will be useful for the government and researchers
to combat climate misinformation by identifying posts from the
climate change deniers and reducing their spread. We curate a
novel climate change dataset consisting of different modalities in
the form of text and emojis with annotations for stance, emotion,
and offensive categories, which is beneficial for the research com-
munity. We propose a multitasking model that uses the learned
features of emotion (auxiliary) and offensive tasks (auxiliary) to
optimize stance detection (primary). The results of the experiments
conducted on a novel curated and two benchmark datasets show
that multi-modality and multi-tasking increase the performance of
the stance task compared to its single-task variants and baseline
methods by leveraging the auxiliary tasks. It is also observed that
the model is much more broadly applicable beyond the climate
change domain based on its performance on the SemEval dataset,
suggesting the generalisability of the proposed approach. In the
future, we will attempt to focus on the annotation of composite
tweets using other NLP tasks such as aspect-based sentiment, and
other modalities such as images and videos to predict the more
accurate classification of polarized attitudes toward climate change.
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A DATASET
We select the hashtags of denier (ClimateHoax, YellowVests and
Qanon) and believer (ClimateChangeIsReal, ClimateActionNow, Facts-
Matter, ScienceMatters, ScienceIsReal) as query hashtags used in pre-
vious works [41, 42] to collect real-time tweets. Please note that we
share our dataset only with the tweet ids and annotations. Though
we conduct our research using Twitter data, but we strictly adhere
to privacy protections, so we do not provide personally identifiable
information.

A.1 Data pre-processing
As described in Section 3.1, we first remove the query hashtags
from the tweets for the manual annotation process, as it is possi-
ble that the stance of the tweet gets changed after removing the
query hashtags. We further preprocess the tweet text by removing
mentions, URLs, punctuation, spaces, stopwords, and unwanted
characters such as RT and CC. All words are converted to lowercase.
Then, we use an NLTK-based tokenizer to tokenize tweets. We also
reduce the inflected words by applying NLTKWordnet Lemmatizer.

Significance of Multi-modality In Figure 3, we present examples
from the dataset to highlight the importance of nonverbal cues such
as emojis in a tweet along with the text. Examples of tweets in the
deny stance category (ex. 1, 2, 3): The emotions in the tweets are
mostly negative and are accompanied by anger or disgust. However,
the emojis show either a laughing or a thoughtful face, suggesting
that the emojis contain complementary information that helps to
reveal the sarcasm in the deniers’ tweets, thus solving the problem
of identifying the attitude of a tweet based on the sarcasm hidden

Category Anger Anticipation Disgust Fear Joy
Favor 8.90 15.78 3.79 30.89 8.69
Against 15.89 15.14 12.01 48.06 8.52

Ambiguous 11.03 14.38 6.66 31.14 9.36
Category Sadness Surprise Trust Positive Negative
Favor 6.96 5.85 21.47 53.05 29.47
Against 14.34 12.79 18.21 31.47 47.28

Ambiguous 7.69 6.68 18.39 42.14 31.43
Table 8: % of Emotions present in different stances of
ClimateStance-2022 Dataset

Category Severe_Toxicity Identity_Attack Insult Profanity
Favor 1.87 1.27 5.05 2.86
Against 3.76 2.51 17.55 6.89

Ambiguous 3.13 2.08 8.09 5.22
Category Threat Sexually_Explicit Toxicity Non_toxic
Favor 2.65 0.9 2.22 92.18
Against 4.70 2.19 8.46 79.62

Ambiguous 4.69 1.82 4.96 86.68

Table 9: % of Offensive Expressions present in different
stances of ClimateStance-2022 Dataset

Category Anger Anticipation Disgust Fear Joy
Favor 13.26 17.56 6.45 27.24 11.82
Against 8.33 25 12.5 33.33 12.5
Neutral 12.65 20.48 7.23 20.48 20.49
Category Sadness Surprise Trust Positive Negative
Favor 13.26 6.09 29.03 54.48 36.55
Against 33.33 8.33 25 16.66 79.16
None 11.44 7.22 29.51 59.63 32.53

Table 10: % of Emotions present in different stances of "Cli-
mate Change is a Real Concern" target of SemEval-2016
Dataset

Category Severe_Toxicity Identity_Attack Insult Profanity
Favor 6.28 7.48 8.08 7.78
Against 11.54 19.23 15.38 3.84
None 9.85 13.79 11.33 8.37

Category Threat Sexually_Explicit Toxicity Non_toxic
Favor 9.58 7.78 6.69 81.73
Against 15.38 7.69 11.68 73.07
None 14.77 14.28 9.90 74.38

Table 11: % of Offensive Expressions present in different
stances of "Climate Change is a Real Concern" target of
SemEval-2016 Dataset

in it faced by previous works. Moreover, the believers’ tweets are
mostly tagged with the same emotions and more positive emojis,
suggesting that text and emojis contain similar information for
the believers’ category, which further facilitates the stance detec-
tion task by allowing distinction between deny and believe stance
categories of tweets.
Significance of Emotions & Offensive Features From Figure 3,
examples 1 and 3 of the denial category include words such as "solar
panels, charge your vehicle, carbon footprint," which are mostly
present in tweets with a believer attitude, which could confuse
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Figure 3: Significance of incorporating emoji, emotion and offensive expressions for stance detection

Model
Single Task Stance Detection
Text Text+Emoji

Precision Recall Precision Recall
Avg/St.dev Avg/St.dev Avg/St.dev Avg/St.dev

GLOVE 75.52/0.11 74.26/0.18 76.50/0.14 75.92/0.91
GLOVE+MSA 76.59/1.41 75.92/2.05 80.16/0.55 79.45/0.71
BERTweet+MSA 77.41/0.39 80.16/0.65 81.24/1.53 83.49/1.50
SBERT+MSA 77.09/1.33 76.8/0.12 79.07/2.06 81.47/1.45
USE+MSA 75.61/1.39 76.90/0.48 80.36/0.12 82.02/2.15
METC+MSA 78.25/0.41 79.52/0.39 81.02/1.04 84.24/0.76
META+MSA 79.08/1.05 81.66/1.01 83.76/0.61 85.55/1.02
META+MSA+MIA - - 85.21/1.06 83.69/0.66
META+MSA+MIA+
emo. & offens.
as i/p features

80.28/0.23 82.40/0.11 85.95/1.03 87.17/0.49

Table 12: Results of the single task stance detection models
in varying combinations

the model with the believer stance, but the presence of the insult,
toxicity along with anger, disgust, and negative emotions helps
identify the correct attitude of the tweet. Further, examples 4 and
5 (Figure 3) suggest that the non-toxic levels along with the trust,
anticipation, and positive sentiment provide better insight into
the believe stance of the tweet. This inclusion of offending and
emotional aspects in our dataset allows the model to use additional
information when classifying the tweet’s stance.

A.2 Distribution of Emotions and Offensive
Content in Benchmark Stance Detection
Datasets

In this section, we use the data annotation strategies of emotion
recognition and offensive language identification (section 3.1) to
identify the distribution of emotions and offensive content in pub-
licly available datasets: ClimateStance-2022 and Semeval2016. Ta-
bles 8 and 9 represent the percentage of emotions and offensive
expressions for the ClimateStance-2022 dataset. Tables 10 and 11
represent the proportion of emotions and offensive expressions in
the "Climate Change is a Real Concern" target of the SemEval-2016
dataset. The distribution for other targets can be found here10.

B EXPERIMENTS & RESULTS
Weexperimentedwith different values for different hyper-parameters,
which you can read about here10. Table 12 shows the corresponding
macro precision and macro recall scores from Table 3. The precision
and recall scores of Table 4 can be found here10.

10https://github.com/apoorva-upadhyaya/Emotion_Offensive_Aided_Stance
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